Recommendation of collaborative filtering for a technological surveillance model using Multi-Dimension Tensor Factorization
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Abstract

Technological surveillance in research centers and universities focuses on carrying out a systematic follow-up on the development of research lines, the research leaders, the possibilities of scientific-technological collaboration, and to the knowledge of current trends from research. All these elements allow guiding the researches and supporting the scientific-technological strategy. This research proposes a model of technological surveillance supported by a recommendation system as an application that focuses on the preferences of researchers in universities and research centers. The multidimensional tensor factorization approach, based on grouping to build a recommendation system and to validate the increase in tensors, improves the accuracy of the recommendation. The experiments have been carried out in real data sets as the university and research centers. The results confirm that the dispersion issues are improved within a wider margin in both data sets. In addition, the proposed approach states that the increase in the number of dimensions shows a 7-10\% improvement in accuracy and memory, which increases performance as an expert recommendation system.
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1. Introduction

Technological surveillance (TS) is a process that allows to obtain threat alerts and opportunities on the emergence of new technologies and intelligence reports with relevant information for making decisions related to organizational
technologies (Gaitán-Angulo M. et al; 2018)[1]. With the support of a collaborative platform, the TS can provide new services (Lim, H., and Kim, H. J. 2017)[2] such as the publishing of information related to the works of each researcher, the location of users and contents, the monitoring of contents, labeling of contents in a structured way, as well as obtaining consolidated information reports, which allows the detection of new projects and technologies and their evolution in a scientific community.

Despite all the advantages offered by the existence of a collaborative platform (Balasubramanian, K. et al, 2010)[3]. A for the performance of the TS process in universities and research centers, researchers do not know the people or groups of people who work on similar topics within a particular community, besides the fact that they spend a lot of time looking for pertinent information for their researches. It is particularly important to study this limitation in communities with many members (Bobadilla, J. et al, 2011)[4]. The recommendation systems allow to automatically and proactively (Adomavicius, G. and Tuzhilin, A; 2005)[5] propose opportunities for collaboration with other researchers working on similar topics, research projects, and/or similar communities.

In this research, a multidimensional generic framework is presented, based on the factorization of the tensor to address the recommendations based on the context: MD-TFCF (Multi-Dimension Tensor Factorization Collaborative Filtering). The factorization of the tensor is used since it can handle any number of contextual variables. The tensor factorization allows a flexible assimilation of contextual information by modeling the context related to the user and the products. Contextual information is considered as additional dimensions that are represented in the form of tensors. Factoring these tensors help building a unified data model that provides context-aware recommendations. So, the proposed approach allows improving the technology surveillance model for universities and research centers.

2. Technological surveillance model supported by recommendations

The term surveillance is related to the actions of observation, information gathering and its analysis, to convert scattered signals into trends and recommendations that are essential for the decision-making process (Arora, A. et al, 2016)[6]. It is necessary to obtain personalized recommendations for researchers in order to carry out surveillance. This is possible using a recommendation system or component which must be integrated into the monitoring process. Using a collaborative platform, personalized recommendations can be made to each user of the system or member of the community. The more the user interacts with the community, the better the inferences that the system makes about their tastes or preferences since the collaborative filtering is nourished by this interaction.

The systematic generation of recommendations for researchers in the academic context is a way to perform TS. Table 1 shows how each of the stages in the TS can be supported by a recommendation system, in this case, applying the Collaborative Filtering (CF) technique.

The TS model supported by recommendations based on collaborative filtering proposes the intensive use of a collaborative platform where the researcher creates his research profile and the system generates recommendations with information alerts that are possibly interesting to the user.

The Movie-Lens and Book-Crossing data sets are used, which are the two most prominent datasets accessible to the audience in the research work.

<table>
<thead>
<tr>
<th>Technological surveillance</th>
<th>Recommendation System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monitoring and Information Capture</td>
<td>Obtaining user ratings and characteristics</td>
</tr>
<tr>
<td>Information Analysis and Processing</td>
<td>Calculation of similarities and formation of vicinities</td>
</tr>
<tr>
<td>Intelligence</td>
<td>Inference of valuations and obtaining the elements to recommend</td>
</tr>
<tr>
<td>Results Dissemination</td>
<td>Recommendations Viewing</td>
</tr>
</tbody>
</table>
3. Proposed MD-TFCF Mechanism

This section presents the framework of the Multi-Dimension Tensor Factorization Collaborative Filtering (MD-TFCF) approach. The work flow of the proposed framework is shown in Fig. 1, which illustrates that the process starts from the data processing and continues to predictions according to the wishes of the users.

![Diagram of Proposed Multi-Dimension Tensor Factorization Collaborative Filtering (MD-TFCF) Framework](image)

**Fig. 1.** Proposed Multi-Dimension Tensor Factorization Collaborative Filtering (MD-TFCF) Framework, based in (Lee, J. et al, 2016)[8]

In the consulted literature, several tensor decomposition models are available (Kolda, 2009)[9] such as PARAFAC, Tucker, Canonical, HOSVD, etc. In the proposed work, the Higher Order Singular Value Decomposition (HOSVD) Model is used to factor the tensors in matrices obtained from the user movie classification matrix. The main benefit of using HOSVD is to address the high dimensionality of the data in an effective way (Bokde, D. et al, 2015)[10], which helps to discover the relationship between users, movies/books and other contextual dimensions such as age, gender, and author.

First, the original tensor is built based on the dimensions of users, movies, ratings, age, and gender for the Movie-Lens dataset, and users, books, grades, age, and writer for the Book-Crossing dataset. From this point on, the tensor matrix is created conforming 28 new matrices for the Movie-Lens data set (Frolov, E. et al, 2017)[11]. More SVD is used in each newly formed matrix. Finally, the reconstruction of the central tensioner and the original tensioner is carried out.

The Pareto Principle which is also known as 80/20 rule is used for the verification of the predicted rating allotted through the projected MD-TFCF approach. According to the Pareto Principle, the dataset is divided and distributed evenly into training and test set in the ratio of 80% and 20% respectively. The data is evenly distributed in an 80-20
ratio so that the entire dimensions data are distributed conceptually (Braunhofer, M. and Ricci, F; 2017)[12]. The approach is experimented and assessed on cluster sets formed through hierarchical clustering approach, such as for Movie-Lens dataset. Each experiment is run 26 times (19 movie genre formed cluster + 5 user age formed cluster + 2 entire evenly distributed data) and similarly for Book-Crossing dataset. Henceforth, the prediction error is minimized using Pareto Principle as it arbitrates in evaluating the efficiency of the proposed MD-TFCF approach.

The peculiarity of a recommendation algorithm can be assessed using different forms of metrics. The suitability of the metrics used reckons on the recommendation approach, dataset, and what the recommender system will perform. Moreover, Mean Absolute Error (MAE), precision, and recall (Isinkaye, 2015)[13] are statistical measures to assess the accuracy and peculiarity of the recommendation system.

4. Experimental Results and Discussion

The TS model, supported by recommendations based on the collaborative filtering technique, was implemented in an engineering university with a flow of 5,000 visitors per day, using a collaborative platform for the management of research and the scientific work of each researcher.

In a first approach to the validation of the results, a scenario was selected within a Faculty formed by 255 researchers, the pages belonging to them in the platform (54 pages in total), and the labels the researchers use (300 labels in total), with the aim to analyze the behavior of 2 very useful metrics: the precision and the coverage of the recommended elements. In RS, precision indicates how accurate the recommendations are and measures the ability of the system to recommend only the relevant elements. On the other hand, coverage allows determining the spectrum of relevant recommendations that the system can obtain and measures the capacity of the system to recommend all relevant existing elements (Gogna, A. and Majumdar, A; 2015)[14], (Lis-Gutiérrez J. et al; 2018)[15].

Fig. 2 shows the average accuracy and average coverage of the recommendations made to the existing researchers in the scenario and their behavior according to the weight given to the labels and the elements in the calculation of the similarities among researchers. It can be seen that the accuracy and coverage of the recommendations increase as the weight of the labels increases and the weight of the elements decreases. It is pertinent to point out that the precision values do not have a noticeable increase (from 0.48 to 0.5) for the weight of the labels between 0.2 and 1.0, although these are considered significant. A difference is observed with respect to whether the labels are not used (accuracy of 0.32) and if only labels are used (precision of 0.5) (Baltrunas, L. and Ricci, F. 2014)[16].

The researchers, users of the platform (see Kamatkar S. et al 2018a[17] and Kamatkar S. et al, 2018b[18]), regularly receive recommendations for new pages that are added by other researchers who consider themselves similar to them. As shown by the results of the used metrics, most of the recommended pages are relevant for researchers and the vast majority of these are the ones that really interest researchers.
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**Fig. 2.** Results of the accuracy and coverage of the recommendations: (a) Accuracy, (b) Coverage.
The proposed MD-TFCF approach is different from existing approaches as an integrated framework is developed in the proposed approach to unanimously represent the five dimensions. From Table 3, it can be analyzed that there are remarkable improvements in results in form of precision, recall, and mean absolute error for both Movie-Lens and Book-Crossing datasets. Table 3 infers that precision varies from 0.54 to 0.96; recall varies from 0.30 to 0.80, and mean absolute error decreases from 2.2 to 0.38 for Movie-Lens dataset, while similarly precision varies from 0.753 to 0.916, recall varies from 0.50 to 0.73, and mean absolute error decreases from 2.2 to 0.38 for Book-Crossing dataset which shows that MD-TFCF approach achieves more promising results than the traditional user-item based collaborative filtering approach. Similarly, on adding even one dimension i.e. 5-tensor approach is better than 4-tensor as accuracy in results has been improved as precision varies from 0.50 to 0.77, recall varies from 0.30 to 0.60, and mean absolute error decreases from 1.86 to 1.02. Thus, a new technique is concurrently proposed to deal with 5 dimensions and used for comparative analysis with traditional user-item based approach and with lower dimensional spaces. The proposed approach outperforms them on both real Movie-Lens and Book-Crossing datasets.

### Table 2. Comparative Analysis of Higher Order Tensor with Lower Order Tensor Results

<table>
<thead>
<tr>
<th>Measuring Metrics</th>
<th>Approaches</th>
<th>Recall</th>
<th>Precision</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Max</td>
<td>Min</td>
<td>Avg</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Max</td>
<td>Min</td>
<td>Average</td>
</tr>
<tr>
<td>User-Item Based Neighborhood Collaborative Filtering – Movie Lens</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal U-I</td>
<td>0.5</td>
<td>0.1</td>
<td>0.23</td>
<td>0.5</td>
</tr>
<tr>
<td>Multi Dimensional Tensor Factorization Collaborative Filtering – Movie Lens</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4-order Tensor</td>
<td>0.6</td>
<td>0.30</td>
<td>0.50</td>
<td>0.77</td>
</tr>
<tr>
<td>5-order Tensor</td>
<td>0.80</td>
<td>0.30</td>
<td>0.65</td>
<td>0.96</td>
</tr>
<tr>
<td>User-Item Based Neighborhood Collaborative Filtering – Book Crossing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal U-I</td>
<td>0.63</td>
<td>0.41</td>
<td>0.50</td>
<td>0.76</td>
</tr>
<tr>
<td>Multi Dimensional Tensor Factorization Collaborative Filtering – Book Crossing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4-order Tensor</td>
<td>0.72</td>
<td>0.53</td>
<td>0.60</td>
<td>0.84</td>
</tr>
<tr>
<td>5-order Tensor</td>
<td>0.82</td>
<td>0.56</td>
<td>0.63</td>
<td>0.97</td>
</tr>
</tbody>
</table>

5. Conclusions

With the recommendation system, it is possible to increase the efficiency of the TS process since the time the researchers take to locate information relevant to them is reduced. Using the traditional search mechanisms available to the platforms, researchers need to specify the keywords or terms related to the content they wish to locate and, when the volume of information is very large (thousands of pages and users), the results of the search can contain many pages, resulting in a slow process of locating the contents of interest. With the implementation of RS, researchers do not need to use the traditional search mechanisms, since they are proactively recommended with the pages that are of interest for them.

Other techniques should be studied in more detail to obtain recommendations, such as content-based and knowledge-based techniques, as well as the different hybrid approaches that allow these techniques to be combined in order to obtain better results.

References


