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Abstract. In the new global and local sce a of intelligent distribution networks
or Smart Grids allows real-time collgg operating status of the electricity grid.
Based on this availability of data, j and convenient to predict consumption in the short
term, from a few hours to a week / e study is that the method used to present
time variables to a prediction syste consumption affects the results.

1. Introduction
The short-term prediction is closely 0 the problem of consumption peaks, in which a strong
increase in demand is observ
not properly predicted and ma
and service outages or price incr as a way to discourage consumption in economies that allow
consumption by time slots, and due to
companies in the electricity sector, especially in terms
tlook for making strategic and operational decisions [4].

of great importance but of difficult solution for different
of all individual consumptions of the nodes in the network,
is a non-stationary and random process, composed of many
e factors that affect it can be classified into economic, temporal,
ts both separate and compound [5]. The behavior of the system is also strongly
easurement |s made, being softer as the level of aggregatlon of

The demand of energ
reasons. Since electrical dé
determining the leme

There are seve dies that address the problem of determining the necessary input variables for
STLF. For selecting st significant variables, [8] classifies a group into groups with "soft" limits
based on similarities with others, without abrupt transitions between groupings. This property allows an
element to belong to more than one group. These sets are used as inputs for the prediction system. On
the other hand, for selecting the input variables, [3] use the maximum conditional entropy, which
determines the relevance of each variable in the prediction of electricity demand, selecting the best ones.

However, in [9], the phase-space embedding method is used to identify a set of "independent" variables
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that are related to the time series of electricity demand. In the mentioned cases, the methods were used
to determine the input variables in systems based on Acrtificial Neural Networks.

In [10], a hybrid PSO-SVR system is proposed, using a Particle Swarm Optimization (PSO)
algorithm for selecting the optimal input variables, limiting the number put variables in Support
Vector Regression (SVR) for STLF. On the other hand, [2] make the selectio iables. At the same
time, [11] states that in the selection of variables the best characteristics dg arily lead to a
good selection, and that part of the information provided by the eliminated
the authors use the Random Forest Method to reduce the set of input variab

derived from the date. Based on this, the study introduces the hypot
time variables in a prediction system of electricity consumption inf .
5 then proposed to
consumption. As a
case study, the electricity consumption of the city of Me a,period 2016 to 2018, was
chosen. A simple linear regression method is used to validai is, since the objective of this
research is to determine the impact on the way in which tim i ented and not to construct
a prediction system.

2. Method

The purpose of the research is to propose as a hypothe i ion of time variables affects the
quality of the prediction of electricity consumption. To i omparison between the results of
the STLF experiments is performed using di 0 represent temporal variables. The

analysis is based on real data from the city of

Based on the recurrent use of the DOY va
point for establishing the first point of comparisen. Asa second method, a separation of the date variable
was proposed, breaking it down into fo ia
Finally, an adaptation of the method de i ed where the author uses a pre- processmg

group corresponds to the climati
be used in all the tests. The combinati

les with information on the atypical days that will
ree methods is then tested following what was done

by [13].
Since electricity consug t| uously varies over time, it is feasible to apply different
techniques and time series fme ' eS to predict consumptlon based on avallable hlstorlcal data. One

of these techniques consis
This case study proposes tREg affrom previous days, related to both the demand for electricity

rder to |mprove the prediction preC|5|on there are variables whose future values
e case of date type variables and related data (holidays, public
5). It should be noted that the presence of atypical days such as
ysS influence electricity consumption [15]. For this reason, this information was
put variables for all tests. The advantage of the possibility of adding information of
hat it produces a decrease of the error that can be generated by possible changes
of tendencies that a ed or altered by the presence of this type of information.

With regard to data separation, since it is a time series, the validation set consisted of 30% of the last
samples in the series consecutively, i.e. the most recent samples. In turn, the remaining 70% was used
for training. As part of the tests that were carried out, the variable separation procedure described in [16]
was used, which is closer to the actual use of electricity companies. However, the improvements found
are not significant.

added as C6
the prediction de
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In order to evaluate the results obtained with the selected model, the error obtained through different
metrics is analyzed: Root Mean Squared Error (RMSE), that is expressed in the same unit of
measurement than the variable to be estimated, facilitates its interpre atlon Relative Error (RE)
expressed as a percentage; Mean Bias Error (MBE) that allows the an of whether there is an

underestimation or an overestimation in the prediction of electricity consump d Pearson's Linear
Correlation Coefficient (R) that helps determine the degree to which the dat eneral trend
of the model.
Table 1. description of the used database.
Group Origin Minimum Maximum
1 Date 1 107,38
2 Date 1 3,52
1 8,82
3 Date 0 0,19
0 0,19
Atypical days 0,45
0,19
Climate - region 1 151,52
Climate - region 2 145,8
4 347,88
6,62
153,82
29,57
Climate - region 3 208,94 153,8
Climate - region 4 243,97 155,3
5 Climate - region 5 5907,13 875,46
2.1 Data used
For the development of the tests, i atabases from different sources was used. Climate data
were collected from 5 dif tations, belonging to the city's Agroindustry

Experimental Station. Electrici
Distribucion Eléctrica” of Mede in a
consumptlon in each provinceglkin ates and holidays in the Republic of Colombia were

ational Directorate of Political Affairs, which reports to the

The data used correspa
the variables detailed in it.

01-01-2016 to 29-12-2018 and contains daily samples of
inimum and maximum temperatures are added to the square
lar way to that observed in [17].

ermined that the cubic variables do not have a major influence on this case. In
3 ) and as is usual in distributed sensor networks, records were found
with zerg issi climate and electricity consumption data. This is possibly due to
g equipment or information acquisition processes. Due to the fact that the amount
ot significant, it was decided to carry out a pre-processing process through which
n anomaly were eliminated. The percentage of cells with missing data is 9.5%,
aples out of a total of 4521.

records that pre
resulting in 430 usab

2.2 Linear Regression

Linear Regression is one of the most widely used statistical methods, partly due to its easy and simple
interpretation of the model to be acquired. Due to such characteristics and considering that the objective
of the present study is to validate the hypothesis, not to obtain the best possible prediction, this technique
was used to estimate the values of electrical consumption, in the same way as [13], [18], [19],
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understanding that for definitive versions of the system it is necessary to use Weighted or Multivariate
Linear Regression [20].

It is important to make clear the fact that in the problem addressed, many of the input variables have
a linear correlation, so that most of the linear systems involved in the wor oorly conditioned. This
type of linear systems produces a strong variation in the output to small cha 8 the mput making
the solution not adequate in many cases. To solve this problem, Moore-Penr@

ate, in addition
to taking current samples, samples from several consecutive previgus glays (auto-regressive
time series) are considered.

In Figure 1, the error variation is shown using the DOY and atyp
variables, for the 4 types of errors used as comparison m at the best result is
achieved with a Delay 2, i.e. considering current sample g ackwards. However, for
higher delay values, the training error decreases while the v rror tends to increase. This is due
to the fact that the increase in variables that implies a lar crease in the complexity
of the linear regression model, which in turn generates ag stem, as described in [19].

es, and the climatic
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Figure 1. Errors obtained for different delay values



IOP Publishing
doi:10.1088/1742-6596/1432/1/012033

ICE4CT 2019
Journal of Physics: Conference Series

1432 (2020) 012033

Table 2 and 3 detail the errors obtained at provincial level, for the training and validation sets
respectively. It can be noted, both in training and in validation, that the best result was obtained by using
the variables of groups 2-4 as system input. A 12.45% improvement was achieved in the Relative Error
with respect to the non-use of time variables. The other alternative ot bring a significant
improvement.

Table 2. and Validation Errors

Groups of | Description SSE MBE Err.Rel
variables
4 Basic Variables 1895648724 4,34
2-4 Decomposition into dates 136542927,4 3,98
3-4 Non-linear components 178524556,8 4,35
1-4 DOY 13658742 34,0144 | 4,69
1-2-3-4 All 310,5541 | 3,58
Table 3. Training and
Groups of | Description R RMSE | Err.Rel
variables
4 Basic Variables 0,8789 | 511,5247 | 5,49
2-4 Decomposition into dates 0,8787 | 464,4571 | 4,92
3-4 Non-linear components 0,8958 | 513,872 | 5,89
1-4 DOY 0,8783 | 572,7734 | 5,47
1-2-3-4 All 0,8789 | 498,7503 | 4,58

4. Conclusions
This study proposed the hypoth

system of electricity consumpti uality of the results. This hypothesis was validated

, applying it together with climate data and electricity

period involved in the problem, turned out to be the most
ement of up to 12.45% with respect to other methods

month and year in individ
convenient method, obta

considered.
The use of 3 8 together led to a reduction in training and validation errors
This implies ables introduce noise into the prediction for the data set used. It

mpler models that depend on fewer variables and have the same level of error.
models have a good ability to adjust training data, but may not
rfitting) [19]. Therefore, applying variable selection techniques will help
ity by eliminating unnecessary, redundant and noisy variables.
d that the study focused on comparing the use of different sets of variables without
giving too much ance to the prediction method. For this reason and for simplicity, linear
regression was used, oD g an error of 4%, which means that the problem is linear.

It is important to note that the scale at which the analysis is conducted can also influence the results,
causing the ideal way in which the data is presented to change.

It should e
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