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A B S T R A C T

Pupil and iris segmentation based on ellipsis or circle recognition are sensitive to light

reflections and reflected images. The method presented here is independent of size and

shape and at the same time insensitive to light reflections and reflected mirror images.

The pupil detected using the algorithm can be a reference point to further segmentation

of the sclera of the eye as well as of the iris. The method is also effective when the pupil

and iris are not positioned perpendicularly to the camera eye. The algorithm’s average seg-

mentation accuracy for all tested databases was 96% when considering only noisy and dis-

torted images whilst a result of 100% was achieved with unblurred and clear images. The

proposed method can be quickly and simply reproduced with a combination of known

image processing methods. The developed algorithm for detecting the eyelid boundaries

is effective with noisy and poor quality images due to the use of edge approximation using

the Harmony Search Algorithm. An optimized shape detection method was used to detect

the pupil and its edges. A method based on the variation and the average was used to elim-

inate shadows and eyelashes. The proposed scheme was tested on the UBIRIS.v1 database,

MMU.v1 database and MILES databases, providing high results and short segmentation

time. Segmentation accuracy for UBIRIS.v1 was 98.14%, for MMU.v1 – 90% and for MILES

– 99.8%.
� 2022 Nalecz Institute of Biocybernetics and Biomedical Engineering of the Polish Academy

of Sciences. Published by Elsevier B.V. All rights reserved.
1. Introduction

Biometrics is a technique for measuring all living things. Bio-

metric techniques are one of the fastest growing fields of IT.

In its latest applications it is focused on identifying and recog-

nizing users based on their characteristics. Biometrics is used
as a method of access control, user authorization and work

time recording. The use of biometrics reduces the time of

identification and authorization. An example of a system that

can identify and authorize people is the iris recognition sys-

tem, and the solution presented in this publication is one of

the many iris segmentation patterns available. The algorithm
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developed by us can be easily implemented, and the method

of user authentication based on the iris guarantees its high

stability and repeatability. The development of biometrics is

particularly visible in banking, where it is used to authorize

users as one of the authentication stages. The presented seg-

mentation method can be used in medicine as one of the

stages of detecting early disease symptoms of the pupil or

iris, which proves its universality. The developed method

may be helpful in such diseases as Cycloplegia [1]. Another

important application of the method may be the location of

the pupil for macular pathology studies [2]. The pupil area

detected using our method is independent of its size. The

experimental images had pupils of different sizes - the exact

determination of the pupil area may be helpful in the analysis

of lesions.

We demonstrate that the proposed method ensures excel-

lent efficiency in the segmentation process. The use of HSA

for the approximation of the eyelid boundaries gave satisfac-

tory results. The method of detecting the inner border of the

iris, developed by us, allows detection of the border of the

pupil with high accuracy, even if the pupil does not have

the shape of a circle due to imperfections of the recorded

image or disease. The pupil detection and segmentation algo-

rithm is yet another way to use the shape and color detector.

The solution proposed in this publication was tested on UBI-

RIS.v1 database [3], MMU.v1 database [4], MILES [5].

It is worth noting that human identification and autho-

rization can be carried out on other structures of the human

eye. Publications presenting the process of segmentation and

user recognition based on the retina of the human eye consti-

tute a good example of it.

Iris segmentation algorithms developed over the last few

years are characterized by high precision. Unfortunately, the

methods using machine learning used for this purpose

require time-consuming training. On the other hand, those

using classical image processing are either difficult to imple-

ment or have been tested on only one set of images. What is

more, some of the segmentation algorithms were tested by

the authors on only one database, which does not make the

research complete.

The question of the availability and simplicity of the

implementation of iris segmentation algorithms should be

considered. Our task was to develop a simple and quick sys-

tem of the eye structures segmentation for pupil and iris,

and to check whether the created system meets the stan-

dards and requirements for human recognition systems. For

this purpose, we used modified, readily available algorithms

to achieve high precision of operation. We compared the

method developed by us to four selected works discussed in

this publication, obtaining better results in the process of iris

segmentation.

2. State of the art

Sundaram et al. [6] chose as the goal of their work the formu-

lation of a hybrid segmentation algorithm solely for the

extraction of blood vessels from the fundus image. The pro-

posed algorithm uses morphological operations and a multi-

scale vascular strengthening algorithm. After executing the
proposed algorithm, the authors use an area morphological

operator to highlight the blood vessels, which is a novel mask

generation scheme to extract the retinal vascular system

from the fundus images.

Sadikoglu et al. [7] developed a user recognition system by

means of a neural network consisting of 32 neurons and the

eye’s retina. The paper describes all stages, from the acquisi-

tion of the retina of the eye to the extraction of features and

recognition. The system was implemented in the MATLAB

environment, achieving a recognition precision of 97.5%.

Unfortunately, the authors tested their method only on one

database. In the discussed study, the authors did not provide

the FAR, FRR, EER coefficients for the system they developed.

Meng et al. [8] in their work focused on solving the prob-

lem of deformation of the recorded image of the retina. In

order to solve the above problem, the authors proposed a

method of image preprocessing based on the Improved Circu-

lar GaborTransform (ICGF). The use of ICGF resulted in a

reduction in the number of non-information Scale Invariant

Feature Transform (SIFT) key points used for retinal-based

identification. The EER of the method presented is not greater

than 0.0065.

Borah et al. [9] proposed a biometric system for human

recognition using two inputs: fingerprint and eye retina. The

method uses artificial neural networks. The authors declare

that their verification system is effective at 94.5% for the

retina and 95.2% for fingerprints.

Ortega et al. [10] presents another way of using the eye’s

retina for the purpose of human authentication. The method

developed by the authors is similar to that used for finger-

prints. In order to obtain key points, an algorithm based on

folds is used in the user verification process. The characteris-

tics of the points selected in this way are retrieved recursively

by tracing the folds from the located optical disk. The authors

declare that their system has reached the EER 0%.

Abdelwahed et al. [11] achieved a segmentation precision

of 99.12% using the segmentation algorithm developed on

the basis of UBIRIS.v1 database [3]. Daugman’s Integro-

Differential and edge-based techniques were used in the

work.

Rapaka et al. [12] used morphological reconstruction fuzzy

c-means clustering based on an improved differential search

algorithm. The authors estimated the efficiency of the

method at 95.27%. Unfortunately, no pupil segmentation

was done, as they focused solely on the iris of the eye. UBI-

RIS.v1 database [3], along other sources, was used during

testing.

Varkarakis et al. [13] based their algorithm on Deep Neural

Networks. Despite the low complexity of the proposed

method, they achieved high level of accuracy of the iris seg-

mentation. A camera installed in virtual reality glasses was

used to obtain the data.

Jan et al. [14] used an optimized coarse-to-fine scheme

based on an adaptive threshold in order to define the inner

and outer boundaries of the iris. Then, using the Fourier ser-

ies, they precisely delineated the border of the iris.

Hao et al. [15] used feature channel optimization for noisy

image to solve the problem of iris segmentation. Their pro-

posed solution was based on Jensen-Shannon divergence.
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Sahmoud et al. [16] analyse the colour information for dif-

ferent colour spaces (RGB, YCbCr, and HSV) in order to select a

suitable iris for further segmentation.

Other approach to solving the problem of pupil segmenta-

tion [17] is application of colour mapping algorithm. Authors

claim the effectiveness of their solution to be at 98%.

Lee et al. [18] estimate the pupil centre using orientation

fields, followed by edge detection using a gradient. Then an

approximate radius based on the circular histogram of the

detected pupil edges is established. Unfortunately, the algo-

rithm will work only if the entire iris is clearly visible in the

image and the pupil is similar to the circle or ellipse.

Omran et al. [19], to localize the pupil, authors enhance the

image by using histogram equalization and median filter.

Gamma correction and blurring disk filter is used to deter-

mine the pupil boundary.

S�IMS�EK et al. [20] used a modified Wildes algorithm to

solve the problem of pupil segmentation. In order to detect

pupil edges they created a method free from the issue of mir-

ror points reflections. It consists of a morphological filter and

a two-way scanning method. Eyelids are detected using the

Refine-Connect-Extend-Smooth (R-C-E-S). The authors did

not test the algorithm for images recorded in visible light

spectrum.

Jalilian et al. [21] developed an algorithm that does not

require additional information to estimate the angle under

which the photo of the human eye was taken. The developed

algorithm is based on the measurement of the relative dis-

tance of empirically determined characteristic points of the

iris and the pupil. Based on the above procedure, input seg-

mentation masks for CCN are generated. The obtained infor-

mation enables the correction algorithm (KKN classifier,

ellipse adjustment, differential operator) to estimate the area

of the iris. According to the authors, the algorithm was 97%

effective. Unfortunately, the authors tested the developed

solution on one database.

Jan et al. [22] used bilinear interpolation and a statistical

filter to remove noise visible as light reflexes in the image.

The pupil of the iris is determined by extracting the largest

circular area after applying image binarization. The outer

boundary of the iris, on the other hand, is determined using

the Circular Hough Transform (CHT). The final step is to use

the Fourier series to accurately define the boundaries of the

iris of the eye. The method is sensitive to noise and imperfec-

tions of images. The authors tested their algorithm only on

infrared images.

Sardar et al. [23] used the Interactive Squeeze Expand UNet

(ISqEUNet) method developed by them to solve the problem of

iris segmentation. The proposed method is an extension of

the method using the convolutional neural network (CNN)

architecture by implementing a squeeze layer with 1 � 1 con-

volution layer. The algorithm uses interaction with the user to

detect the iris more efficiently for noisy and imperfect

images. The method was tested in an efficient and expensive

environment (Nvidia Quadro K6000 GPU with 12 GB DDR5

RAM) reaching an average segmentation time of 9.106e-06

sec.

Jan et al. [24] after predefining a circular region containing

the iris of the eye apply an iterative scheme involving Hough
transform to segment the iris. The final segmentation step is

based on the use of Lagrange interpolating polynomial to

accurately define the contours of the iris. The algorithm has

been tested only on infrared images.

Li et al. [25] used the Faster R-CNN model to correctly

detect the position of the human eye. The outer boundary

and the inner iris are detected using the pretrained Gaussian

mixture model, maximization of the intensity gradient along

the radial emitting path and boundary point selection algo-

rithms. The algorithm was tested on a single database of

infrared images. The authors declare the effectiveness of

the method at the level of 95.49% with an average execution

time of 0.06 sec.

3. Proposed iris segmentation

First step is to remove dust, scratches and undesirable

objects, applied blur to the image using a Gaussian filter. Then

we reconstruct the image from the pixel near the area bound-

ary to eliminate light reflections in the pupil. The procedure

described above guarantees correct detection of the eye pupil

in the subsequent stages.

In order to segment the pupil, the image is subjected to

thresholding procedure. This way, several images are

obtained which differ in brightness threshold value. In each

of the images thus segmented groups of points are found,

for which mass centres are calculated. Then, groups of points

on all images are merged when their mass centres are apart

by less than previously established and set value. Detected

white spots are analysed for shape so that only those satisfy-

ing the conditions are selected:

� roundness [26,27] (1)

O ¼ 4p � area of analysed element

perimeter2
ð1Þ
� convexity [26,27] (2)

W ¼ area of analysed element
convex hull area of analysed element

ð2Þ

� inertia coefficient - inertial resistance of the object to rota-

tion around its main axes [26,27] (3)

Wb ¼ Imin

Imax
ð3Þ

where,

I ¼ 1
2

cþ að Þ � 1
2

a� cð Þcos2h� 1
2
bsin2h

cos2h ¼ �ða� cÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 þ ða� cÞ2

q ; sin2h ¼ �bffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 þ ða� cÞ2

q

a ¼ m20 �m2
10

m00
; b ¼ m11 �m10 �m01

m00
; c ¼ m02 �m2

01

m00



Fig. 1 – The extracted pupil area from the input image.

Fig. 2 – Determined eye pupil boundary superimposed on

the input image.

Fig. 3 – Flow chart of the proposed pupil detection.
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x1; y1

� �
; � � � ; xN; yN

� �
� points belonging to the contour of the tested object

a00 ¼
XN
i¼1

xN � yi � xi � yN

a10 ¼
XN
i¼1

ðxN � yi � xi � yNÞ � ðxN þ xiÞ

a01 ¼
XN
i¼1

ðxN � yi � xi � yNÞ � ðyN þ yiÞ

a11 ¼
XN
i¼1

ðxN � yi � xi � yNÞ � ðxN � 2yN þ yi

� �þ xi � 2yi þ yN

� �Þ

a20 ¼
XN
i¼1

ðxN � yi � xi � yNÞ � ðxN � xN þ xið Þ þ x2
i Þ

a02 ¼
XN
i¼1

ðxN � yi � xi � yNÞ � ðyN � yN þ yi

� �þ y2
i Þ

m00 ¼ �a00

2
;m10 ¼ �a10

6

m01 ¼ �a01

6
;m11 ¼ �a11

24
;m20 ¼ �a20

12
;m02 ¼ �a02

12

From the above equation (3) [26,27] we choose positive

solution for Imin and negative solutions for Imax. Result of

equation (3) [26,27] close to 0 means that the tested object is

a line, while the value close to 1 means that the tested object

is a circle. If b = 0 and a = c then object is rotationally symmet-

ric. In the next stage, morphological operators and binariza-

tion were used using the Minkowski sum and difference

respectively [28].

The final stage of the method is to define the boundaries of

the detected pupil. Here, the boundary detection algorithm

described in detail in publication [29] was used. The points

constituting the detected boundary are initial elements for

convex hull search algorithm [30] and circumscribe a circle

which completely covers the object with minimum area. The

average value of colour in these two designated areas is calcu-

lated. The area of the pupil with the lower value is considered

to be the correctly determined one. The final result of the

search for the pupil of the eye is shown in Fig. 1 and Fig. 2.

The flow chart of the proposed pupil detection is shown in

Fig. 3.

The next step is to binarize the whole image using the

Otsu method [31] and to smooth it using Gaussian filter,

because we need the accurate gradient director in next step.

The largest black area is then selected for the next step in

eye segmentation.

The outer border of the iris should be searched for in the

range from Rmin = 50 to Rmax = 150. These values were used for

all images and are independent of the image. Prior to R value

search procedure images fromUBIRIS database v1 [3] andMILES

Iris Dataset [5] have been reduced to the size of 240x340 pixels,

whereas the images from the MMU.v1 [4] database are natively

in the size of 240x340 pixels. These values were expanded

experimentally after analyzing all images from the selected
databases. Determining the points belonging to the outer bor-

der of the iris can be described in the following stages:

Step 1: calculate the intensity gradients values at edge pix-

els using the Sobel operator [32] (4):

g ¼ ðg2
x þ g2

yÞ
1
2 ð4Þ

gx – image gradient X axis.

gy – image gradient Y axis.

g, gx, gy are column vectors.

Step 2: generate stroke pixels (xc, yc) [32] (5):

xc ¼ x� R
gx

g

� �
ð5Þ

yc ¼ y� R
gy

g

� �



Fig. 4 – Effect of edge filtering algorithm.
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R – row vector with values < Rmin, Rmin + 0.5n, . . ., Rmax >

n = 1,2,3. . ., (Rmax-Rmin)/0.5.

(x, y) – coordinates of points belonging to the detected

edges.

Step 3: detect a range of radii of circles by using phase code

for radius - the log phase coding [33] (6).

C ¼ eiuR

R

uR ¼ 2p
logR� logRmin

logRmax � logRmin

� �
ð6Þ

Step 4: find local (regional) maxima in H – circle center [34],

H contains the elements of the array filled with C indices with

values taken from the vector [xc, yc]. The repetition of the

indexes causes the accumulation of values.

Step 5: calculate the circle radius - undo the phase coding

(7).

r ¼ e
Hxy
2p logRmax�logRminð Þ þ logRmin ð7Þ

ifH xy < 0;Hxy ¼ 2p

Hxy – coordinates X of circle center (maxima in H).

Step 6: select all the points that satisfy

the inequality (8).
0:8r � x; yð Þ � 1:2r ð8Þ

Fig. 4 shows the effect of the abovementioned steps.

The previously detected points are the reference points for

the circle fitting algorithm. There are several known algo-

rithms that allow you to adjust the circle from noisy points.

In order to precisely define the boundaries of the iris of the

eye, the circle fitting algorithm developed by Al-Sharadqah

and Chernov was used [35], which is numerically superior to

all previously known algorithms.

Consider the circle described as follows (9):

E x2
i þ y2

i

� �þ Bxi þ Cyi þ D ¼ 0 ð9Þ

The problem of circle fitting is reduced to the minimiza-

tion of the function (10):

F A; gð Þ ¼ ATMA� gðATNA� 1Þ ð10Þ

where g is Lagrange multiplier and A = (E, B, C, D) is the vector

of the parameters from equation (9).

At the same time, equation (10) can be reduced to solve the

general problem of minimizing the value of g (11):

lack ðM� gNÞA ¼ 0

where:

Z ¼
x2
1 þ y2

1 x1 y1 1

..

. ..
. ..

. ..
.

x2
n þ y2

n xn yn 1

2
664

3
775

M ¼ 1
n
ZTZ
N ¼

8 z
�

4 x
�

4 y
�

2

4 x
�

1 0 0

4 y
�

0 1 0

2 0 0 0

2
66664

3
77775 ð11Þ

x
� ¼ 1

N

X
xi; y

� ¼ 1
N

X
yi; z

� ¼ 1
N

X
x2
i þ y2

i ð12Þ

Fig. 5 shows the effect of the algorithm described above.

The highly noisy image of the iris of the human eye is

obscured by the upper and lower eyelids. The edge of the eye-

lid is an area darker than the surrounding area.

The common and effectives methods to filter out the eye-

lid are based on parabolic models and edge detection tech-

niques [36,37].

Therefore, the method of segmentation of the area covered

by the eyelids is proposed below.

The previously defined area of the eye after is divided into

two parts, as shown in Fig. 6.

The area under and above the centre of the pupil line is

searched in parallel along the points constituting the line Y1

and Y2 to find eyelid point. We find theminimum valuewhere

the ratio of values greater than 128 to values lower than 128

towards the pupil centre is the smallest; the point is classified

as the region of eyelid boundary - otherwise eyelid is not

found. The above operation minimizes the area of the eyelid

edge search, false positive point and increases its effective-

ness. Points with the lowest value for each column of the

image are extracted from the designated areas along the hor-

izontal. Fig. 7 shows the final result.

The points obtained in this way are the input data for the

curve approximation algorithm. In our work, we used a curve

approximation algorithm using a second degree polynomial

to find points belonging to near eyelid.

The edge representing the eyelid can be shown through

the following function (13):

F xð Þ ¼ Ax2 þ Bxþ C ð13Þ
Factor A has positive values for the lower eyelid points and

negative values for upper eyelid points. With three random

given points, that is P1=(x1,y1), P2=(x2,y2), P3=(x3,y3) the solu-

tion (equation of the corresponding parabola) comes down

to solving three linear equations (14).

y1 ¼ Ax2
1 þ Bx1 þ C

y2 ¼ Ax2
2 þ Bx2 þ C ð14Þ

y3 ¼ Ax2
3 þ Bx3 þ C



Fig. 5 – Approximate area of the iris of the eye.

Fig. 6 – Division of the iris of the eye before the separation of

the areas covered by the eyelids.
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This corresponds with the following matrix notation (15):

x2
1 x1 1

x2
2 x2 1

x2
3 x3 1

8><
>:

9>=
>;

A

B

C

8><
>:

9>=
>; ¼

y1

y2

y3

8><
>:

9>=
>; ð15Þ

The above matrix can be solved symbolically avoiding

unnecessary and complicated matrix calculations using Cra-

mer’s rule (16):

A ¼ y1 x2�x3ð Þþy2 x3�x1ð Þþy3 x1�x2ð Þ
ðx1�x3Þðx2�x3Þðx1�x2Þ

B ¼ y1 x2
3
�x2

2ð Þþy2 x2
1
�x2

3ð Þþy3 x2
2
�x2

1ð Þ
ðx1�x3Þðx2�x3Þðx1�x2Þ

C ¼ y1 x2
2
x3�x2

3
x2ð Þþy2 x2

3
x1�x21x3ð Þþy3 x21x2�x2

2
x1ð Þ

ðx1�x3Þðx2�x3Þðx1�x2Þ

ð16Þ

The above procedure should be performed for all possible

combinations of the three points, independently for the upper

and lower eyelids. The parabolas with the most matching

points are selected for the border of the eyelids (one for the

upper and lower eyelids).

The problem of qualifying the points belonging to the eye-

lid edge (parabola) comes down to minimising the function

(17):

J Sð Þ ¼ 1�
PN

c¼1E xc; yc

� �
N

;where

E xc; yc

� � ¼ 1 if point xc; yc

� �
onthe edge

0 otherwise

8<
: ð17Þ
There are numerous methods to solve the problem of min-

imising the function. In our work, we used the Harmony

Search Algorithm (HSA) method developed by Geem et al.

[38]. Harmony Search Algorithm is classified as an evolution-

ary algorithm. The algorithm was inspired by the process of

musicians improvising while playing instruments. During

improvisation, the musicians choose the key of the tune in

order to best suit the entire ensemble. The improvising musi-

cians, after a short time of improvisation, begin to perform

the piece almost perfectly. The harmonic memory used in

HSA to store solutions can be compared to the population of

individuals used in evolutionary algorithms. Mutation, on

the other hand, takes place through improvisation, while

the equivalent of crossing is the construction of a new solu-

tion based on randomly selected values from the harmonic

memory. Parameters by which the process of searching for

the solution space is controlled:

� BW - scope of modification of the decision variable

selected from the harmonic memory;

� HMCR - the probability of using the harmonic memory to

determine the value of the decision variable;

� HMS - harmonic memory size;

� NI - the maximum number of iterations of the algorithm;

� PAR - the probability of modification of a decision variable

selected from the harmonic memory.

Table 1 presents the parameters of Harmony Search Algo-

rithm used in this work for all tested databases.

The final stage of the segmentation of the iris is the

removal of eyelashes and shadows. There are many algo-

rithms for removing eyelashes and shadows. One of such

ways is to remove the highest intensity points from the anal-

ysed image. Nadia et al. [39] used histogram equalization, non

maximum suppression, thresholding and then eliminate

noise greater than 50 pixels. Unfortunately, even though the

authors declared high efficiency of the algorithm in the region

of 99.99%, the algorithm was tested on one data base only.

In our work we implemented a modified algorithm pro-

posed by Liu et al. [40]. Liu et al. [40] divide the detected area

of the iris after conversion to grayscales into three non-

overlapping parts of the same height. In our work, we modi-

fied the algorithm to work for difrent database than UBIRIS.

v1 database [3], by dividing the area of the iris into two equal

parts horizontally – line X (Fig. 8).

In order to detect whether the image of the iris is obscured

by the eyelashes, the following relation should be used (18):

ELS ¼ l1 � l
l1

ð18Þ

where m1, d – mean/standard deviation value of region just

above lower eyelid, m - mean of intensity in the region just

below upper eyelid.

If the calculated ELS value is lower than 0.1 it means that

eyelashes were detected in the analysed image. If the intensi-

ties of the analysed pixel and of more than one of its 8-

neighbor are less than m1 – 2.1d at the same time, then this

pixel is removed. The above 2.1 constant was deduced from



Table 1 – Parameter for the HSA detector.

HMS HMCR PAR BW NI

150 0.7 0.3 2 200

Fig. 8 – Division of the iris of the eye before the eyelashes

and shadow remove.
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the analysis of all images from tested databases. The flow

chart of the proposed iris detection is shown in Fig. 9.

4. Experimental result

Incorrect functioning of the segmentation algorithm may

result in different representations of the pattern of the same

iris. The development of a method for determining the exact

area of the iris is the key element in effective segmentation.

In order to determine the effectiveness of the proposed

method, the foreground area error (RFAE) and accuracy

(ACC) (19) [41] was used.

RFAE ¼
TPþFNð Þ�ðFPþTPÞ

TPþFN ; if FPþ TPð Þ < ðTPþ FNÞ
FPþTPð Þ�ðTPþFNÞ

FPþTP ; if ðFPþ TPÞ 	 ðTPþ FNÞ

(
ð19Þ

ACC ¼ TPþ TN
TPþ TNþ FNþ FP

where TP – areas of true positive, TN – areas of true nega-

tive, FP – areas of false positive, FN – areas of false negative.

The above-mentioned parameters range from 0, (meaning

perfectly correct segmentation) to 1, meaning error. Each of

test images was labelled to carefully construct the ground-

truth segmentation for evaluating the proposed algorithm’s

segmentations.

Successfully segmented rate versus relative foreground

area error for UBIRIS.v1 database [3], MMU.v1 database [4]

and for MILES [5] for pupil, eyelid, eyelashes, iris is shown

in Figs. 10, 11, 12, 13, respectively. The successful segmenta-

tion rate is defined as the ratio of the number of images with

segment results achieving a threshold to the size of the all

tested images from database.

The test platform was a computer equipped with Intel�
CoreTM i7-1135G7 processor. Table 2 shows the time complex-

ity of the proposed method step by step.

When measuring code efficiency, a ready-made Bench-

markDotNet library was used. This library creates dedicated

projects for each method on the fly to measure their perfor-

mance in isolation. Measuring code performance is not an

easy topic since you can make a lot of mistakes that may lead

to wrong conclusions. That is why we used ready-made tools
Fig. 7 – Points that are candidates for further separation of

the lower and upper eyelids.
such as BenchmarkDotNet, which facilitate this process and

eliminate the basic problems.

Fig. 14 shows an example of the performance of authors’

algorithm for images with low noise and imperfections.

Biometrics is often used as a replacement for standard

user-entered passwords. Unfortunately, there is a fundamen-

tal difference that distinguishes the use of biometrics for user

authentication compared to standard authentication meth-

ods. By entering the password, the system will authenticate

us, provided that the password entered is identical to the

one in the database of the authentication system. In the case

of biometrics, the chance of creating identical images is

small. In conclusion, checking for the perfect match of the

authentication pattern in the case of biometrics would cause

the system to malfunction - it would not be possible to autho-

rize on this basis. Themore restrictive the system is, the more

burdensome it will be for users. Identification systems based

on biometric features must have a specific error acceptability

rate.

The key role is to select such parameters for the feature

comparator so that the biometric system is safe and the least

onerous. This can be achieved by two key indicators for

authentication systems based on biometrics - FRR (False

Rejection Rate) and FAR (False Acceptance Rate). The first

indicator tells us how many positive results were classified

as negative, while the second one indicates how many incor-

rect results were classified as correct. A high FRR or FAR ratio

means a greater nuisance for potential user.
Fig. 9 – Flow chart of the proposed iris detection.



Fig. 10 – Successfully segmented rate versus relative

foreground area error for pupil – a) UBIRIS.v1 database [3], b)

MMU.v1 database [4], c) MILES [5].

Fig. 11 – Successfully segmented rate versus relative

foreground area error for eyelid – a) UBIRIS.v1 database [3], b)

MMU.v1 database [4], c) MILES [5].

398 b i o c y b e r n e t i c s a n d b i o m e d i c a l e n g i n e e r i n g 4 2 ( 2 0 2 2 ) 3 9 1 –4 0 3
The EER (Equal Error Rate) should also be mentioned, as it

is a compromise between the convenience and effectiveness

of the biometric recognition system. The EER factor is deter-

mined using the FRR and FAR ratios discussed above. A sys-

tem with a lower EER is more accurate. The EER value

indicates that the proportion of false acceptances is equal to

the proportion of false rejections.

In most algorithms currently in use, the structure of the

iris is coded according to the Daugman algorithm. According

to the Daugman algorithm, the area of the iris of the eye is

decomposed using the Gabor transform. The Gabor transform
finds representations of features in a complex space. The

most distinguishing features are extracted by calculating

the frequency values of the Gabor transform, so it divides

the input signal into real and imaginary components. The cor-

rectness of the recognition algorithm operation was assessed

by analysing the FRR and FAR coefficients using the Gabor and

Hamming Distance transformations. After a series of experi-

ments, it was established that the Hamming distance

between the photos of less than 0.29 means that we are deal-

ing with the irises of the same people.

In order to determine the coefficients of incorrect FRR and

FAR analysis, tests of the algorithm were carried out on 300

images of irises (100 randomly selected images from each

datasets - UBIRIS.v1 database [3], MMU.v1 database [4], MILES



Fig. 12 – Successfully segmented rate versus relative

foreground area error for iris – a) UBIRIS.v1 database [3], b)

MMU.v1 database [4], c) MILES [5].
Fig. 13 – Successfully segmented rate versus relative

foreground area error for eyelashes – a) UBIRIS.v1 database

[3], b) MMU.v1 database [4], c) MILES [5].
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Iris Dataset [5]). The images selected for the experiments do

not contain undesirable elements in the form of glasses,

and only images where the eyelids in the recorded image
Table 2 – Time complexity of the proposed method.

Segmentations step Time (ms)

Minimum Maximum Average

pupil 9 47 11
eyelid 32 530 95
iris 16 62 34
eyelashes 206 1800 500
Total 263 2439 640
are arranged horizontally were used. The method developed

by us may be improved in the future by introducing elements

that eliminate the above-mentioned elements. FRR is the

ratio of the false negatives to the sum of the true positive

and false negative. The test allowed determining the FRR ratio

at the level of 3%. The FAR coefficient for the implemented

algorithmwas determined at the level of 5.8%. FAR is the ratio

of the false positive to the sum of the false positive and true

negative.

Fig. 15 shows the relation between FPR (1-TPR) as the False

Positive Rate against the TPR as the True Positive Rate. TPR is

the ratio of the true positive to the sum of the true positive

and false negative and was determined at the level of 79%.



Fig. 14 – Examples of the algorithm we developed - a)

UBIRIS.v1 database [3], b) MMU.v1 database [4], c) MILES [5].
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The EER (Equal Error Rate) coefficient for the implemented

algorithm was determined at the level of 3.3%.

5. Discussion

The use of the proposed second degree curve approximation

method to determine the boundaries of the lower and upper

eyelids gave satisfactory results. Our system of eyelid seg-

mentation using HSA surprised us with its accuracy and

speed of execution (Table 2). The average time of algorithm

execution was shorter than one second. Our use of the Har-

mony Search Algorithm is a different approach to the prob-

lem of delineating the boundaries of the eyelids of the eye

from the methods presented in the literature review. The

use of the HSA algorithm for the above-mentioned purpose

has not been described so far.

A minor modification of the shape recognition algorithm

by an element conditioning the use of the pupil border

approximation by fitting a circle or convex envelope also gave

satisfactory results, comparable with the achievements of

other authors.

However, the algorithm for removing eyelashes and shad-

ows should be modified. The method used is subject to a sig-

nificant error. This requires further work and analysis in the

future.

Segmentation accuracy using UBIRIS database v1 [3]

98.14%, MMU.v1 [4] 90%, MILES Iris Dataset [5] 99.8%, which

is comparable to other methods described over the last few

years (Table 3).

The reason for the worse iris segmentation result obtained

with images from the MMU.v1 database [4] is the apparent

poorer quality of the images contained in this database.

Additional evidence of the high efficiency of the method in

human identification is visible in the ROC characteristic and

the achieved EER of about 3.3% (Fig. 15). This means that

approximately every eighth verification attempt may be

wrongly qualified as either positive or negative. The methods

of iris segmentation described in the introduction are charac-

terized by a similar precision of iris segmentation (Table 3).

Comparing the precision of the iris segmentation methods

of other authors to the precision and the FAR, FRR, EER coef-

ficients of our solution it can be concluded that all the meth-

ods presented in Table 3 could be used in user authentication

systems based on iris biometry. In our opinion, the achieved

FAR, FRR, EER coefficients are acceptable and allow us to con-

clude that the system developed by us meets the require-

ments for biometric authentication systems based on the

iris of the human eye.
Table 3 – Comparison of accuracy of the proposed method with

Algorithm Segmentation accuracy (%

UBIRIS database v1 [3]

Rapaka et al. [12] 95.27
Jan et al. [24] –
Chen-Chung et al. [40] 98.13
Abdelwahed et al.[11] 99.12
Proposed method 98.14
Due to the very similar values of the precision of iris seg-

mentation for the method developed by us to the method

developed by Chen-Chung et al. [40] (difference 0.01%) we

compared the ratio of relative foreground area error (Table 4).

The algorithm developed by us performs worse with infrared
other known algorithms for iris segmentation.

)

MMU.v1 [4] MILES Iris Dataset [5]

– –
97.97 –
– –
– –
90 99.8



Table 4 – Foreground area error for UBIRIS.v1 database [3], MMU.v1 database [4] and for MILES [5] for pupil, eyelid, eyelashes,
iris.

Dataset Relative foreground area error (<0.25)

Pupil Eyelid Eyelashes Iris

UBIRIS database v1 [3] 84% 83% 87% 98%
MMU.v1 [4] 100% 97% 81% 94%
MILES Iris Dataset [5] 100% 100% 100% 100%
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images, which is confirmed by the much lower accuracy than

the method developed by Jan et al. [24]. The method devel-

oped by John et al [24] was not tested by its authors on images

recorded in visible light.

The analysis of charts 10–13 (Table 4) allows for the follow-

ing conclusions compared to Chen-Chung et al algorithm [40]:

� there are 73%, 90%, and 98% images of database UBIRIS

database v1 [3] whose RFAE is no more than 0.25 after pupil

and iris, eyelid, eyelashes,

� the RFAE values we achieved are better for pupil and iris

segmentation and worse for eyelid and eyelashes

segmentation,

� visible differences in RFAE did not deteriorate the precision

of iris segmentation. In addition, our solution has been

tested on more than one database.

On the other hand, taking into account the segmentation

precision index of solutions proposed by Rapaka et al. [12]

our method is more precise. On the other hand, taking into

account the works using the retina [8,10], the method we

developed yielded worse results (EER). Abdelwahed et al. [11]

method has only been tested on one database. Our developed

method segments the area occupied by eyelids, shadows and

eyelashes, which is missing in the method developed by

Abdelwahed et al. [11] which makes our algorithmmore com-

plete. Images fromMILES database [5] contain less noise com-

pared to images from UBIRIS.v1 database [3]. This ensures

that better iris segmentation is obtained, which is proved in

this paper. For images where the pupil area did not contain

shadows or eyelashes, the algorithm we developed achieved

an efficiency of 100% for images from MILES [5] and UBIRIS

database v1 [3]. The problem in correct determination of iris

area for images from MMU.v1 database [4] turned out to be

elimination of noise caused by shadows and eyelashes, which

is visible in form of the lowest value of foreground area error

� 81% (Tab. 4) among all tested databases. The method of

elimination of eyelashes and shadows presented in this

manuscript requires further work and analysis. In addition,

the authors of the MMU.v1 database [5] suggest that ‘‘iris seg-

mentation can be performed using segmentation based on Hough/

Daugman circles or Transfer Learning.” All of the above makes

it possible for the results of other algorithms to be replicated

and compared with the results we achieved for MMU.v1 [4]

and MILES [5]. The information in Table 4 allows us to con-
clude that our method can determine the pupil and iris

boundaries with high accuracy.

The FRR and FAR coefficients may also be useful in medi-

cine in detecting lesions of the iris and pupil - a case in which

the system rejects user authorization attempts above a prede-

termined indicator may signal a disease. The HSA approxima-

tion of curves developed by us can be used to approximate

blood vessels, the edges of the auricles and the skeletal sys-

tem, yet it requires further work and analysis.

6. Conclusions

The implemented algorithm was tested in order to determine

the FAR and FRR coefficients and the ROC characteristics.

Incorrect acceptance of the iris image constitutes only 5.8%

of all tests performed. The designed system FRR incorrect

rejection rate is 3%. The obtained test results determining

the values of the FAR and FRR coefficients are satisfactory

and confirm the usefulness of the designed algorithm.

The advantage of the algorithm is that it is insensitive to

pupil/iris imperfection. As one may notice, light reflections

and partial obscuration of the pupil/iris by eyelashes do not

hinder the proposed solution. In addition, the final result of

segmentation can represent the next step in eye segmenta-

tion. To show the effectiveness of the proposed algorithm, it

was tested on a various images of the human eye achieving

segmentation accuracy for UBIRIS database v1 [3] – 98.14%,

for MMU.v1 [4] – 90%, and for MILES Iris Dataset [5] – 99.8%.

The 96% average segmentation accuracy obtained when

using the authors’ algorithm was achieved without excluding

any of the distorted images. However, the rate has reached

100% when considering clear images, free of noise or distor-

tion. Our algorithm presents a procedure for solving the prob-

lem of human pupil/iris fixation based on the photos available

in the three different datasets. The algorithm is simple and

easy to implement in relation to the obtained efficiency. The

developed algorithm is most effective when the angle at

which the eye image was recorded is close to the right angle

(images included in MILES Iris Dataset [5]).
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